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## Abstract

The $\lambda$-calculus is considered an useful mathematical
tool in the study of programming tool in the study of programming languages. Homatical
if one uses
graver, gr one uses $\beta \eta$-conversion to prove equagaes. However,
grams, then a gross simplification ${ }^{1}$ is is introd of pro-
give a calculu give a calculus bassed on a categorical is ind ${ }^{1}$ induced. We computations, which provides a categorical semantics for
ing equivale, ing equivalence of programs, independent from prov-
specific computation ecific computational mode.

## Introduction

This paper is about logics for
grams, in particular for proving equivingleabout pro
grams. Following res icams. Following a consolidatang equivalence of pro-
ical computer science we idion in theoret closed $\lambda$-terms, science we identify programs with the
correspenty corresponding to some features of the reonstants,
language under cond anguage under consideration. There are programming
aches to proving equivalence of programs:

- The operational ap
ational semantics, e.g. a partial function opering value (if any), whie. closed term) to its respltlation on open terms called induces a congruence re lence (see e.g. $(101)$. Then therational equivathat two terms are operationally equivis to prov
The denotational
tion of the (programming) language interpretaematical structure, the intended model a math-
the problem the problem is to prove that two terms denote then
same object in the inter same object in the intended model.
 ${ }^{1}{ }^{1}$ Programs are identified with ${ }^{{ }^{1} \mathrm{Pr} \text { re }}$ values.
- The logical approach gives a class of possible models for the language. Then the problem is to
prove that two terms denotes all possible models.

The operational and denotational approaches give only
a theory (the operational equivalence
of of formulas valid in the intervalence $\approx$ and the set $T$, and they (especially the operationodel respectively),
with with programming languages on a rath approach) deal
basis. On basis. On the other hand, the logical appro-ach-case
a consequence a consequence relation $\vdash$ ( $A x \vdash A$ iff the formula gives
true in all models of the set can deal with different programming formula $A x$ ), which
functional functional, imperative, non-deterministic) inguages (e.g.
uniform uniform way, by sive, non-deterministic) in a rather
$A x$, and Ax and possibly extending the language withoms
oonstants. Moreover cidable, so it is posssible to relation $\vdash$ is often semideformal system for it, while $T h$ and $\approx$ ard and complete
only in only in oversimplified cases.
We We dontta identifies the denotation theory of $\beta \eta$-conversion, whiv type $A \rightarrow B$ denotation of a program (procedure) of
this identich with a total function fro this identification wipes out completely behaviours sikce
non-termination, non-deter non-termination, non-determinism otety behaviours like
can be exhibited by real ceed as follows:

1. We take cata
functions and develop ory as a general theory of mantics of computations based categorical se-
2. We consider how the
be extended to interpret $\lambda$-calculus semantics should
At the end we get interpret $\lambda$-calculu.
At the end we get a formal system, the computationa
lambda-calculus $\left(\lambda_{c}\right.$ calcullus for equivalence of programs, which short), for proving plete w.r.t. the categorical semantics of cound and com-


Example 1.3 Non-deterministic computations:

- $\left.T()_{-}\right)$is th There is an alternative description of a monad (see $\mathcal{P}(A)$ an $[7]$ ), which is easier to justify computationally.
- $\eta_{A}(a)$ is Definition 1.2 $A$ Kleisli triple over $\mathcal{C}$ is a triple
- $\mu_{A}(X)$ is $\left(T, \eta,-_{-}^{*}\right)$, where $T: \operatorname{Obj}(\mathcal{C}) \rightarrow \operatorname{Obj}(\mathcal{C}), \eta_{A}: A \rightarrow T A$, $f^{*}: T A \rightarrow T B$ for $f: A \rightarrow T B$ and the following equations hold:
- $\eta_{A}^{*}=\mathrm{id}_{T A}$
- $\eta_{A} ; f^{*}=f$
- $f^{*} ; g^{*}=\left(f ; g^{*}\right)^{*}$

$$
\begin{aligned}
& \begin{array}{c}
S \text { is a } \\
\text { omputa- }
\end{array} \\
& \text { ogether }_{\text {er }}
\end{aligned}
$$

Every Kleisli triple $\left(T, \eta,-^{*}\right)$ corresponds to a monad $(T, \eta, \mu)$ where $T(f: A \rightarrow B)=\left(f ; \eta_{B}\right)^{*}$ and $\mu_{A}=$ $\mathrm{id}_{T A}^{*}$.
$\begin{aligned} & \text { Defintion } 1.2 \text { (Manes, } 1976 \text { ). } \\ & \text { ple }(T, \eta,-*) \text { where } T: \text { Obil }\end{aligned}$
$f^{*}: T A \rightarrow T B$ for $f: A \rightarrow T B$ Obj $(\mathscr{C}) \rightarrow \mathrm{Obj} \mathrm{O}_{(\mathbb{C}}$ friple over a category $\mathscr{C}$ is a

- $\eta_{A}^{*}=$ id $_{T_{1}} A \rightarrow T B$ and the followin, $\eta_{A}: A \rightarrow T A$ for $A \in \mathrm{Obj}(\mathscr{C})$,
- $\eta_{A} ; f^{*}=f$ for $f: A \rightarrow T B$
- $f^{*} ; g^{*}=\left(f ; g^{*}\right)^{*}$ for $f: A \rightarrow T B$ and $g: B \rightarrow T C$.

Example 1.4. We go through the notions of computation given in $\underbrace{\text { then }}_{\substack{\text { erms } \\ \text { ofthe }}}$ Example 1.1 and show that they are indeed part of suitable Kleisli triples.

- partiality $T A=A_{\perp}(=A+\{\perp\})$
$\eta_{A}$ is the inclusion of $A$ into $A_{\perp}$
if $f: A \rightarrow T B$, then $f^{*}(\perp)=\perp$ and $f^{*}(a)=f(a)$ (when $a \in A$ )
- nondeterminism $T A=\mathscr{P}_{\text {in }}(A)$
$\eta_{A}$ is the singleton map $a \mapsto\{a\}$
if $f: A \rightarrow T B$ and $c \in T A$, then $f^{*}(c)=\bigcup_{x \in c} f(x)$
- side-effects $T A=(A \times S)^{S}$
$\eta_{A}$ is the map $a \mapsto(\lambda s: S .\langle a, s\rangle)$
if $f: A \rightarrow T B$ and $c \in T A$, then $f^{*}(c)=\lambda s: S$. (let $\left\langle a, s^{\prime}\right\rangle=c(s)$ in $\left.f(a)\left(s^{\prime}\right)\right)$


## Wadler transformed the semantic notion into a programming construct

$$
\begin{aligned}
& 7.1 \\
& \begin{array}{l}
\text { The marsers } \\
\text { monad }_{\text {of }} \\
\text { of parsers is given by }
\end{array} \\
& t_{\text {ype parsex }} \text { iven by } \\
& \text { mapparse } x \\
& \begin{aligned}
\text { unit Parse }^{\text {far }} \bar{x} & =\text { String } \rightarrow L_{i s t}(x, \text { String }) \\
\text { join }_{\text {Parse }} \bar{x} & =\lambda_{i} \rightarrow\left[\left(f x, i^{\prime}\right)\right](x, i)
\end{aligned} \\
& \begin{array}{l}
\text { tine prograns. A new solmurem } \\
\text { presented. No knowledge of cate } \\
\text { Introduction } \\
\text { there a way to combine the ind }
\end{array} \\
& \begin{aligned}
=\lambda_{i} & \rightarrow[(x, i)] L_{i s t} \\
& \left.\left(x, i^{\prime}\right) K \bar{x} i\right] L_{i s t}
\end{aligned} \\
& 1 \text { Introduction } \\
& \text { Impure strict combine the ind이 } \\
& \text { [RC86] }
\end{aligned}
$$

4.1 State transformers

Fix a type $S$ of states. The monad of state transformers $S T$ is defined by

$$
\begin{aligned}
\operatorname{type} S T x & =S \rightarrow(x, S) \\
\operatorname{map}^{S T} f \bar{x} & =\lambda s \rightarrow\left[\left(f x, s^{\prime}\right) \mid\left(x, s^{\prime}\right) \leftarrow \bar{x} s\right]^{I d} \\
\text { unit }^{S T} x & =\lambda s \rightarrow(x, s) \\
\text { join }^{S T} \overline{\bar{x}} & =\lambda s \rightarrow\left[\left(x, s^{\prime \prime}\right) \mid\left(\bar{x}, s^{\prime}\right) \leftarrow \overline{\bar{x}} s,\left(x, s^{\prime \prime}\right) \leftarrow \bar{x} s^{\prime}\right]^{I d} .
\end{aligned}
$$

## monad

$$
\begin{aligned}
T X & =\mathscr{P} X \\
\eta(x) & =\{x\} \\
c \gg k & =\bigcup_{x \in c} k(c)
\end{aligned}
$$

## monad

$$
\begin{aligned}
T X & =\mathscr{P} X \\
\eta(x) & =\{x\} \\
c \gg k & =\bigcup_{x \in c} k(c)
\end{aligned}
$$

effect-specific operations

$$
\begin{gathered}
\text { fail : TX } \\
\text { fail }=\{ \} \\
\text { choose }: T X \times T X \rightarrow T X \\
\operatorname{choose}\left(c_{1}, c_{2}\right)=c_{1} \cup c_{2}
\end{gathered}
$$

## Plotkin \& Power recognised algebraic theories as sources of effects

Adequacy for Algebraic Effects

> Gordon Plotkin and John Power * ormatics, University of Edinburgh, King's Buildings, Edinburgh EH9 3JZ, Scotland

Abstract.
He also presented the comed a monadic account of computational effect
functional programming
 this inve a corresponding treatment of ofstion arises as the to whether one of one
t algebraic semante a single-sorted case olgebrabaic signatefects where the operational semantiocs. We
 and without-recursion, an extens eonsider call-by-value PCF PCF Ped by
general adequacy theorems determinism and probabailistic nond illustrate these with with two two examples. We prove

Introduction
Moggi introd
the encapsulating them via monads $T$. $\lambda$-calculus computations of elements of $x$. He also presented idea is that $T(x)$ is fects [21]. The effects themselves are obtactional programming language tor tor al
specified specified by a signature $\Sigma$. Moggi introduced by adding appropriate operar ef
tions in the core tions in the context of his metalanguage $\mathrm{ML}(\Sigma)$ whose puration of these opera
semantics of programming as a programming language In our view any complete.
.
progress, one has to deal dictics; this has been lackin should incorporate a treat
In this paper we to deal with the operations as theering for the monadia a treat-
operations are given by a single-sorted in the case of algebrai
an $n$-ary operation $f$ is taken to denotedgebraic signatur
$f_{x}: T(x)^{n} \longrightarrow T(x)$
$T$ is then said to so supporth respect to to morphisms in Cupport the family $f_{x}$. (In [22] onl
ture of P 號
of Programming Languages: Synptax and Seme gra

## operations <br> exceptions state choice I/O probability <br> read write flip

On the other hand, for example, the exceptions monad does not support its exception handling operation: only the weaker naturality holds there. This monad is a free algebra functor for an equational theory, viz the one that has a constant for each exception and no equations; however the exception handling operation is not definable: only the exception raising operations are. Other standard monads present further difficulties. So while our account of operational semantics is quite general, it certainly does not cover all cases; it remains to be seen if it can be further extended.

Of the various operations, handle is of a different computational character and, although natural, it is not algebraic. Andrzej Filinski (personal communication) describes handle as a deconstructor, whereas the other operations are constructors (of effects). In this paper, we make the notion of constructor precise by identifying it with the notion of algebraic operation.

## constructors deconstructors

## exceptions state get set choice choose <br> I/O read write <br> probability flip <br> try <br> 

## In fact, a suitable interpretation was there all along

 Avaiable online et tumscoienedriect.com ScienceDirestDefinition 2.4 A model of a countable Lawvere theory $L$ in any category $C$ with countable products is a countable-product preserving functor $M: L \longrightarrow C$.
so $M n$ must be the product of $n$ copies of $M 1$. So, to give a model $M$ is equivalent to giving a set $X=M 1$ together with, for each map of the form $f: m \longrightarrow 1$ in $L$, a function from $X^{m}$ to $X$, subject to the equations given by the composition and product structure of $L$. This analysis routinely extends to any category $C$ with
days, his central construct is usuallyere in his doctoral thesis in 1963 of universal
single-sorted finite prodruct is usually called a Lawvore thesis in 1963 [16]. Nowa
the notion of the clone of theory $[1,2]$. The notinn
ates? $T$.
The monad generated by $L_{E}$ is $T_{E}=-+E$. More generally, if $C$ is with countable powers and countable coproducts, $\operatorname{Mod}\left(L_{E}, C\right)$ is equis category of algebras for the monad $-+\underline{E}$, where $\underline{E}$ for the $E$-fold i.e., $\amalg_{E}{ }^{1}$.

## Exception handlers are homomorphisms and they generalise to other effects

## The next step was implementing handlers in practice

## The Programming Languages Zoo

A potpourri of programming languages
> home

```
About the zoo
The Programming Languages Zoo is a collection of miniature programming languages
which demonstrates various concepts and techniques used in programming language
design and implementation. It is a good starting point for those who would like to
implement their own programming language, or just learn how it is done.
The following features are demonstrated:
>> functional, declarative, object-oriented, and procedural languages
>> source code parsing with a parser generator
>> keep track of source code positions
>> pretty-printing of values
>> interactive shell (REPL) and non-interactive file processing
>> untyped, statically and dynamically typed languages
>> type checking and type inference
>> subtyping, parametric polymorphism, and other kinds of type systems
>> eager and lazy evaluation strategies
>> recursive definitions
>> exceptions
>> interpreters and compilers
>> abstract machine
```


## Installation



## Initial version of Eff had a Python-like syntax and was untyped

## Mathematics and Computation

A blog about mathematics for computers
type Store a:
operation lookup: () $\rightarrow$ a operation update: a $\rightarrow$ ()
$x=$ new Store
x.update 10
$a=x$. lookup ()
X.update (a + 5)
x. lookup ()

Installation
If you have Mercurial installed (type hg at command prompt to find out) you can get eff like this:
\$ hg clone http://hg.andrej.com/eff/ eff
Otherwise, you may also download the latest source as a . zip or .tar.gz, or visit the repository with your browser for other versions. Elr in

## Next version added types and moved much closer to OCaml

## M heretics and Computation

A b. type 'a ref = effect operation get: unit $->$ 'a operation set: 'a -> unit
let state
r\#get $r x=$ handler
$r \#$ set $s^{\prime} k \rightarrow$ (fun $s \rightarrow k$ s $\rightarrow$ )
 finally $\left.f \rightarrow f_{x}(y, s)\right)$ end

$$
\text { a } \rightarrow \text { unit }
$$

Posts

$$
(y, s))
$$

Eftrow county

- How eff works is explained in our paper one so go ahead and fork it!

Comments

Dan Doe
02 April 2012 at 22:05
Moggi
Computational
lambda-calculus
and monads

## Plotkin \& P. <br> Handlers of alaebrnir _er

Philip Wadler once opined [21] that monads as a programming concept would not have been discovered without their category-theoretic counterparts, but once they were, programmers could live in blissful ignorance of trogrammers, trusting in the same holds for algebraic effects and handlers, we streamlined the paper for the benefit of programmers, trusting that connoisseurs will recognize the connections with the underlying max eff, Section 2 informally introduces constructs specific The paper is organized as follows. Section 1 describes the sy ive a domain-theoretic semantics of Eff, and in Section 5 we to Eff, Section 3 is devoted to type checking, in Section examples in Section 6 demonstrate how effects and handlers can be



## Moving from mathematics to programming gave extra flexibility

## Plotkin \& P.

$$
\begin{aligned}
& \frac{x_{p}: \sigma, x^{\prime}: \beta ; z_{p}: \chi,\left(z_{i}:\left(\alpha_{i}\right) \rightarrow \chi\right)_{i=1}^{n} \vdash h_{\mathrm{op}}: \chi \quad\left(\mathrm{op}: \beta ; \alpha_{1}, \ldots, \alpha_{n} \in \Sigma_{\mathrm{eff}}\right)}{\vdash\left(x_{p}: \sigma ; z_{p}: \chi\right) \cdot\left\{\mathrm{op}_{x}(z) \mapsto h_{\mathrm{op}}\right\}_{\mathrm{op}} \in \Sigma_{\mathrm{eff}}:(\sigma ; \chi) \rightarrow \chi \text { handler }}
\end{aligned}
$$

$$
e::=x|n| b \mid \text { true } \mid \text { Ealse }|()|\left(e_{1}, e_{2}\right)|, h| e \# o p \mid h
$$

## Bauer \& P.

## Notion of models got absorbed in homomorphisms

## Plotkin \& P.

 is not, especially when $t^{\prime}$ is large and $\left\{t_{1}|\ldots| e_{n} \Rightarrow t_{n}\right\}$ in $t^{\prime}$, but An alternative they propose is try $x \Leftarrow t$ unless $\left\{e_{1}\right.$, not in the handler. The syntax $t^{\prime}$, but then it obvious that $x$ is bound in $t^{\prime}$, but those issues and clait struct try t with $\mathrm{H}(\boldsymbol{u} ; \boldsymbol{t})$ as $x$ in $t^{\prime}$ addresses nen used for programm $t^{\prime}$ is large and $\left.t_{1}|\ldots| e_{n} \Rightarrow t_{n}\right\}$. The syntax of order ofnot, especially when $x \neq t$ unless $\left\{e_{1} \Rightarrow t_{1} \mid\right.$, handler.

A handler

$$
h=\text { handler }\left(e_{i} \# \operatorname{op}_{i} x k \mapsto c_{i}\right)_{i} \mid \text { val } x \mapsto c_{v} \mid \text { finally } x \mapsto c_{f}
$$

may be applied to a computation $c$ with the handling construct

$$
\text { with } h \text { handle } c \text {, }
$$

## Bauer \& P.

## Equations disappeared

## Plotkin \& P.

framework $[15,11]$. Section 3, describes (base) values and the algebraic theory of effects. A natural need for two languages arises: one to descrations, given given in Section 4, and one where they are used cive the relevant denotational in Section 5. The second parts of these sections ection 6, where semantics; readers may wish to
ensuring correctness

## operations

## handlers

$$
H_{\max }=\left\{\operatorname{or}\left(x_{1}, x_{2}\right) \rightarrow \max \left(x_{1}, x_{2}\right)\right\}
$$

$$
\text { try or }(\operatorname{or}(3,2), 5) \text { with } H_{\max }=5
$$

$$
H_{\text {sum }}=\left\{\operatorname{or}\left(x_{1}, x_{2}\right) \rightarrow x_{1} \pm x_{2}\right\}
$$

try or $(3,-3)$ with $H_{\text {sum }}=6$ writes handlers

$$
\begin{aligned}
& \text { programmer } \\
& \text { uses them }
\end{aligned}
$$

Another possible behaviour is for the continuation to return an unhandled computation, which must then be handled explicitly. We call such handlers shallow handlers because each handler only handles one step of a computation, in contrast to Plotkin and Pretnar's deep handlers. Shallow handlers are to deep handlers as case analysis is to a fold on an algebraic data type.



## Can equations also be tracked in an effect system?




## Efficient execution is just fusion with purity-aware compilation

.
language feature for user-defined computational effects, is steadily growing. Yet, even though efficien The popularity of algebraic effect handlers as a programming languased programs are still much slower than hand-written code. In this paper we show that the untime representations have already been studied, most handler-based d means of type- and-effect-directed optimising compilation. Our approach consists of performance gap can be drastically narrowed (in some cases even closed) by with judicious function specialisation in order to aggressively reduce handler two stages. Firstly, we combine elementary source-to-source transfoge into a handler-less target language in a way that incurs no overhead for pure computations. pplications. Secondly, we show how to elaborate the source language in This work comes with a practical implementation: an optimizing compiler from Effy, a small funcional anguach eliminates much of the overhead of handlers and Experimental evaluation with this implementation demonstrates that in a number of ith Matija Pretnar, Amr Hany Saleh Shehata and Axel Faes. yields competitive performance with hand-written OCaml code. This is joint work with Matija Pretnar, Amr Hany Saleh Shehata and Axel Faes.
Benchmark 3: there is no benchmark 3
The experimental evaluation of the optimization is very thin and
significantly below the kind of evaluation that one expects of an
optimization paper at a venue like ICFP.
reviewer\#113A

| Only my concern is that the benchmark set is rather small. It remains to |
| :--- |
| be seen if this improvement scales to larger programs. |
| reviewer \#113B |


| Your compiler doesn't seem to support implementing high-level effects |
| :--- |
| with OCaml's native effects, like references and console input/output. At |
| least, there are no examples in the paper. |
| reviewer \#113C |


| The evaluation of the work is only done using two very small |
| :--- |
| benchmarks: a looping counter and nqueens. |
| reviewer \#113D |

Verdict: REJECT

## Purity-aware compilation required coercions as witnesses of subtyping



## Adding polymorphism incurs significant overhead

> Algol 2030
> let applyzoo $f=f 0$
> applytern cos
> ExAlgal 2030
> let applyzeo $\underset{(\omega: \text { ind } \leqslant \alpha)}{(f: \alpha \rightarrow \beta)=f(O D \omega)}$
> $\forall \alpha, \beta$. (int $\leq \alpha) \Rightarrow(\alpha \rightarrow \beta) \rightarrow \beta$
> apply zero floot flact intrfloat
> $\cos$
> OCAML
> let apply-zerow $f=f\left(\begin{array}{ll}\omega & 0)\end{array}\right.$ $\left(\operatorname{lint} \rightarrow \rightarrow^{\prime} a\right) \rightarrow\left({ }^{\prime} a \rightarrow{ }^{\prime} b\right) \rightarrow{ }^{\prime} b$
> apply-zero int_to-flaat cos
> let applyzoo ${ }_{\beta}(\sigma:$ int $\rightarrow \beta)=\{0$

SIMPLIFYING EXPLICIT SUBTYPING COERCION
IN A POLYMORPHIC CALCULUS WITH EFEEC FILIP KOPRIVEC ${ }^{a, b}$,
 ${ }^{\text {Venia }}$
tute of Mathematic Pis


3STRACT. Algebraic effect hand
$d$ reasoning
$d$ reasoning about effectect handlers are becoming increasingly
he proposed approacches computations, and their peasingly popular way of structuring
ough explicit subtyping


this paper, we present a polymorinments of compiled functions, incurring significant
This paper, we present a polymorphic effectful calculus, identify simplif
?d to reduce the number of unnecessargiticant
ntics .

ite its performion, We implement the simplificicationaints, and prove they preation phases
ented simplifince on a a number of benchmarks in the EFF language the
ag in a coded as efficient as mands show that the algorithm we do not prove optimalitity
Introduction
ave seen an increase in
more important PP13]. With a widesprogramming languages that suppot ${ }^{r}$ more important. And there are two main wasage, the need for performance is paper. ${ }^{21] \text {, or an optimising compiler [SBO20, XL21, KKPS an efficient }}$ ork [KKPS21] has shown how bility of handlers, infer precise infoptimising compiler can take code ee, and produce code that matches conventiout which parts of it use effects
ks effect inder ks effect information through explicit subtional handcrafted one. Howeever
unctions unctions, these need to be passed around as ang coercions [KPS ${ }^{+} 20$ ] and 2ses: Computational effects, Optimizion additional parameters. Since द, Denotational semantics. ${ }^{\text {ed }}$. i26 and FA99550-21-1--0024 by the Air Force Office of Sci sif and FA9550-21-1-0024.


## Lindley \& P.

A survey of algebraic effect handlers

## soon

## QUESTIONS?

